Cybersecurity in Health Care
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Most of us are aware of cyber-threats — if not because of personal experience, then thanks to a barrage of news stories. We’ve read that many of our banks, credit-card companies, and favorite retailers have been hacked and that tens of millions of consumers had their personal financial information stolen during the 2013 holiday season. In addition, last year brought stories of successful cyberintrusion at the Food and Drug Administration (FDA) and of the theft of the designs of major U.S. military weapons systems by foreign governments. Health care data and infrastructure are at least as vulnerable as most financial and military data.

And beyond the pecuniary, regulatory, and reputational risks associated with data and identity theft lie even graver threats to health care infrastructure and patient safety.

In a recent study, a whopping 94% of health care institutions reported having been victims of cyberattacks.¹ To date, cybercrime against health care has manifested as four specific threats: data loss, monetary theft, attacks on medical devices, and attacks on infrastructure. Some cybercriminals are motivated by financial gain, whereas others seek to obtain intellectual property or consumer information, to damage an institution’s reputation, or to make a political statement through “hacktivism.” The privacy and security rules put in place by the Health Insurance Portability and Accountability Act (HIPAA) have raised awareness of the importance of protecting personal health information and have provided a regulatory framework to encourage compliance — but compliance does not necessarily translate into security. The fact is that most current HIPAA protection strategies rely on standard technological methods of isolating critical data, but this recent study indicates that many attackers are bypassing these types of protections and do not require stealth techniques to

ware-laden e-mail, the hospital took the precautionary step of temporarily shutting down its entire e-mail system. The shutdown gave IT staff time to quarantine malicious e-mail and to notify staff of the absolute importance of not clicking links or opening attachments without being certain that they were safe. And although having no e-mail was a minor inconvenience for most employees (and a nice respite for some), many internal processes actually depend on e-mail for normal operations, so workarounds had to be developed.

As health care organizations push forward to further enable electronic health records (EHRs), many of which are hosted remotely, the potential effect of losing Internet connectivity is large, and the analysis required to understand that effect is complex. As an organization that achieved the highest stage (Level 7) on the Health Information Management Systems Society’s Analytics Electronic Medical Record Adoption Model several years ago — which indicates the degree to which we have automated our inpatient care processes — our hospital has invested substantial time and resources in putting these kinds of contingency plans and security technologies in place. For organizations just beginning their EHR journey, this advance planning and attention to information security and business continuity cannot be stressed enough, especially in this new world where a cyberattack on a hospital is possible.

Health care organizations can no longer assume that they are immune from organized attacks like the one described above. As in any other industry, in addition to safeguarding against the compromise of sensitive data, health care entities must now protect themselves against direct attacks meant to disrupt operations. In clinical settings, such attacks can clearly have adverse effects on patient care. Health care organizations should strongly consider investing the time and resources in IT security systems and operational best practices to ensure that they are prepared to endure and defend against these new threats, if and when they occur.
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do so. There is a substantial knowledge and focus gap between the technology domain and the regulatory compliance domain that needs to be closed.

Health care institutions face particularly high financial risk from data theft, owing to both their liability profile and the volume and variety of data they collect and store. Of the 16 industries studied by the Ponemon Institute, a research center focused on privacy, data protection, and information security policy, health care incurred the highest per-record cost when a data loss occurred: an estimated $233. The mean for all industries was $136 per record, with the retail industry incurring the lowest cost, at $78 per record. Costs include those for legal actions, recovery, security-control investments, and extended credit-protection services for victims. If these estimated costs applied to the WellPoint data breach of 2009–2010, in which security flaws left the personal and health information of more than 600,000 health-plan enrollees openly accessible, the total cost would be in the billions — dwarfing the $2 million that WellPoint had to pay in HIPAA fines. Within the health care industry, 72% of recent malicious traffic, viruses, and similar attacks have been directed against hospitals, clinics, large group practices, and individual providers, with the remaining 28% being spread among provider organizations, health plans, pharmaceutical companies, and other entities; in other words, health care delivery is being aggressively and specifically targeted.

In addition to finding ways to protect against data theft, the health care industry must focus on the other cyberthreats: financial theft, interference with medical devices, and attacks on critical infrastructure. Financial theft often resembles data theft, and analogous protections are required. The recent theft of $1.03 million from the payroll accounts of a Washington hospital, perpetrated by hackers in Ukraine and Russia aided by more than 100 accomplices in the United States, shows how sophisticated and extensive such attacks have become. But threats to medical devices and critical infrastructure may be of even greater concern because of their potential effects on patient health and safety. Patients are especially at risk from attacks that could disrupt critical medical infrastructure, disrupt communications and services, interfere with medical devices, or alter or falsify critical data or make them unavailable. The “internet of things,” which connects physical equipment, such as patient monitors, that contains sensors or actuators and is programmed electronically, has enabled remote and distributed access to many diagnostic and treatment capabilities within health care institutions, but such connectivity has also created opportunity for attacks. Since 2009, the Department of Veterans Affairs has tracked hundreds of infections of devices by computer viruses and other malicious programs. Fortunately, patient safety has not yet been compromised, but the disruption and costs to patients and providers have been substantial.

A dramatic increase in cyberintrusions and attacks on medical devices has caused regulators to take notice. The FDA issued a safety communication in June 2013 entitled “Cybersecurity for Medical Devices and Hospital Networks,” and a cross-agency working group involving representatives of the FDA, the Office of the National Coordinator for Health Information Technology, and the Federal Communications Commission has released a report calling for increased private-sector involvement and a risk-based regulatory framework — but does not define that framework further. Unfortunately, burdensome and slow-moving regulation could greatly increase costs and possibly obscure emerging threats. The health care community would therefore be wise to heed this call from regulators and join actively in the dialogue.

The Ponemon study suggests that organizations that focus adequately on improving their cybersecurity posture, hire and empower a chief information security officer, and build strong incidence-response capabilities can reduce their potential financial risk from data breaches by 42%. An organization’s security posture encompasses a complex mix of technological, operational, and procedural elements that is often difficult to truly understand, let alone improve. It isn’t always clear whether the focus at any given moment should be on modernizing technology, training personnel, providing physical security, or some combination of these aspects. None of these tasks are easy, inexpensive, or quick; prioritization and a clear strategy are essential.

An active learning approach is required to make prioritized cyberprotection strategies and tactics focused and successful. This approach requires the ability to understand the complex interplay and dynamics among outside threats, inherent vulnerabilities, specific risks, and the system’s resilience, all of which must be understood in the particular context of the health care delivery setting.
The Origins of Antimalarial-Drug Resistance
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Drugs have been used to treat and prevent malaria for centuries. Bark from the cinchona tree, which contained an array of alkaloids with antimalarial properties, appeared in Western therapeutics in the 17th century. One of the alkaloids, quinine, was isolated in 1820 and became the drug of choice for treating malaria until World War II, when supplies of the drug for much of the world were cut off by the Japanese occupation of cinchona-growing regions in Southeast Asia. Efforts to create alternatives to quinine led to the search for synthetic antimalarial drugs. Chloroquine, first developed in the 1930s, became the most widely used synthetic antimalarial during the 1960s and 1970s.

Although the use of antimalarial drugs has a long history, the emergence of antimalarial-drug resistance is a relatively recent phenomenon. Chloroquine-resistant forms of Plasmodium falciparum malaria first appeared in Thailand in 1957 (see map). They then spread through South and Southeast Asia and by the 1970s were being seen in sub-Saharan Africa and South America. The rise in chloroquine resistance contributed to a worldwide increase in malaria-related mortality, particularly in sub-Saharan Africa. In an effort to combat resistant strains, a number of alternative synthetic antimalarial drugs were deployed to both treat and prevent malaria. Among these were sulfadoxine–pyrimethamine and mefloquine.

Various degrees of resistance to these replacement therapies emerged relatively quickly, though it was found that when used in combinations, these drugs could still be effective in treating malaria. The disadvantages of the new therapies were their increased cost — which made them less available to the populations that were at greatest risk — and in some cases, their adverse side effects.

It was in the context of the search for new and safer antimalarial-therapy alternatives that resistance emerged, particularly to chloroquine and sulfadoxine–pyrimethamine. The advent of mefloquine in the 1980s and artemisinin-based combination therapies in the 1990s provided new options for the treatment of malaria.
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